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INTRODUCTION

Transient thermography, which employs pulse surface heating of an inspected
component followed by acquisition of the thermal decay stage, is gaining wider acceptance
as a result of its remoteness and rapidness. Flaws in the component’s material may induce a
thermal contrast in surface thermograms. An important issue in transient thermography is
estimating the depth of a subsurface flaw from the thermal response. This improves the
quantitative ability of the thermal evaluation: from one scan it is possible to locate regions of
anomalies in thickness (caused by corrosion) and estimate the implications of the flaw on the
integrity of the structure.

Our research focuses on thick composite aircraft components. A long square heating
pulse and several minutes observation period are required to receive an adequate thermal
response from such a component. Application of various time-related informative parameters
of the thermal response for depth estimation is discussed. A three-dimensional finite
difference model of heat propagation in solids in Cartesian coordinates is used to simulate
the thermographic process. Typical physical properties of polymer graphite composites are
assumed for the model.

PROCESSING OF THE THERMAL RESPONSE IN TIME DOMAIN

To estimate a defect’s depth, the most widely used algorithms utilize temporal
characteristics of the thermal response received from the excited surface. Algorithms
parameterize the flaw depth in terms of a specified point on the thermal contrast curve or a
divergence point between two temperature evolution curves from a characteristic thermal
response (flawless material) and an inspected area. Application of this approach requires
satisfactory completion of two successive tasks. The first is obtaining a smooth thermal
contrast curve for each pixel in a thermal image. Calculating the thermal contrast involves
extracting  two temperature time-evolutions: for an inspected and reference point ( )(tT  and
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)(tTref  respectively). Then the second task of characteristic point locating is solved. By

measuring the time of this point on each thermal contrast curve )(tC , it is possible to
construct a new image with improved defect characterization. Since several characteristic
points are commonly used to characterize the depth of the flaw, from one thermal contrast
curve, it is possible to construct several characteristic images.

COMPARISON OF THE ALGORITHMS (COMPUTATIONAL APPROACH)

Three time evolution functions of a thermal response acquired from a composite
specimen  with known flaws are presented in Fig. 1a. The signal )(tTref  is the average of the

thermal response in a reference region. )(3 tT  and )(5 tT  are the averaged thermal response for

regions above flat bottom holes located 3 and 5 mm under the specimen surface. The curves
for defect depth of 3 and 5 mm are noticeably deviated from )(tTref  during the measurement

time interval. Therefore there is a sufficient thermal contrast and it is possible to
quantitatively characterize those defects.

A common form for a thermal contrast function is given by the expression
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Fig. 1b shows the thermal contrast )(3 tC  smoothed with a low pass filter to reduce the noise.

Several characteristic points on the contrast curve have been identified as parameters enabling
defect depth estimation. One of the earliest time points on a temperature time evolution curve
that is used for defect depth characterization is a moment of time when the temperature signal
above the inspected point diverges from the reference signal (Fig. 1a). Establishing of a
threshold level is required to identify this point on a time evolution curve [1]. The
corresponding parameter divt  on the thermal contrast curve can be defined as the time when

)(tC  crosses a specified threshold level (Fig. 1b). Another early time point is the moment

when the contrast curve has the peak slope [2]. This parameter, pst , is easily to find by

seeking the maximum of the first derivative of the thermal contrast time evolution function.
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Figure 1. Time evolution functions of the thermal response (a) and thermal contrast (b).
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A later time interval is also commonly used for defect depth estimation. Several

characteristic points are linked to the moment when the thermal contrast reaches its
maximum. The time of maximum, maxt , and the moment when the contrast crosses a level

which is a portion of its maximum are the examples of such characteristics. Particularly, the
time interval corresponding to the contrast reaching 0.72 of the maximum contrast value, 07t ,

has been reported as more stable and accurate than maxt  [3], and is considered in our

investigation.

The purpose of this work is to perform a fair comparison of these informative
parameters and highlight their strengths and weaknesses. Thermal contrast extraction from
noisy experimental data is a complicated procedure requiring a careful application of
reduction techniques. For this reason, it is informative  to study general features of the
mentioned characteristic points using noise-free simulated thermal contrast curves. This
approach helps to assess their behavior without biasing a particular contrast computation
algorithm. Work with simulated thermograms enables determination of a reference (defect
free) response computation more easily because the configuration of the modeled structure is
known. Computed thermal contrast functions are smooth. Therefore, informative parameters
can be determined invariantly. Moreover, it is possible to simulate a low amplitude thermal
signal, which is non-resolvable with the existing apparatus setup.

Cross sections at the centerline of three-dimensional models that are used for numerical
computations are presented in Fig. 2. An isotropic plate of 100x100x20 mm3 (Fig. 2a) is used
to investigate the parameters of interest. Thermal properties of the media are chosen to
represent a composite material (thermal diffusivity sm /104.1 26−⋅=α , thermal conductivity

KmWK ⋅= /7.2 ). The defect incorporated into the model is a square non-conductive flat-
bottom void with 20 mm on a side. The bottom of the void is located at a depth d  below the
surface (Fig. 2a). An instantaneous uniformly distributed heating pulse is used to excite the
upper surface. An alternating direction implicit scheme is used to obtain a solution of the 3D
thermal diffusion equation. Boundary conditions are chosen to simulate an adiabatic transient
process. Temperature evolution functions are computed at the central point of the plate
(above the center of the flaw) and at the corner of the plate (for the reference value). The time
evolution of the thermal contrast is computed by the equation (1) from these two temperature
functions.

The time-related parameters of the obtained thermal contrast curves have been
computed with d  varied from 1 to 19 mm. The results are shown in Fig. 3a. All considered
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Figure 2. Models for simulations. a) isotropic panel with one defect; b) anisotropic panel
with 2 defects.
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Figure 3. Temporal informative parameters for variable depth of a square non-conductive
void (data from simulated thermal contrast evolutions). a) defect size is 20x20 mm2 ; b)
defect size is 10x10 mm2 (shown in +-+-+) and 40x40 mm2 (shown in o-o-o).

parameters are dependent on the defect depth variations and therefore can be used for defect
depth estimation. The curve )(dtdiv  has a parabola-like shape while other characteristics are

closer to linear functions. Defect size variations impact the parameter’s behavior. Fig. 3b
contains the same characteristic times for defect sizes 0.5 and 2.0 of the plate’s thickness
(10x10 mm2 and 40x40 mm2 respectively). The earliest time parameters (divt  and pst ) are

approximately independent of flaw size for shallow defects and differ significantly only for
deeper defects. In contrast, maxt  and 07t  have a large dependence on flaw size for shallow

depths. Our model approximates the thermographic technique by adiabatic boundary
condition, therefore the structure above a wide defect approximates a thermally insulated
plate of thickness d for the initial period after heat application. For a one-dimensional case,
the contrast never achieves a maximum; therefore the timing of the maximum is a function of
both the size and depth of the flaw.

The next phase of the simulation is obtaining lateral profiles of these time-related
parameters above defects. It is informative for comparison of different techniques to simulate
two defects in close proximity. The model configuration for this case is shown in Fig. 2b.
Anisotropic media is considered (for in-depth direction sm /107.0 26−⋅=α ; in-plane thermal
diffusivities are sm /108.1 26−⋅  and sm /104.1 26−⋅ along and across the defect centerline
respectively). The parameters of this model were set to fit the physical conditions of the
measurements described in the next section.

Two-dimensional distributions were obtained for all informative parameters from the
simulated thermal response. The lateral profiles above two voids located 5 and 3 mm under
the surface are presented in Fig. 4a. Presence of both defects is evident  in the reduced values
of the characteristic times. The curves characterize the defect-plate boundary of the shallow
defect more accurately (flat part with less visible noise) than the deeper one. The pst  profile

is noisier than the others. A series of simulated thermal images were stored in a binary format
with a limited dynamic range to accurately represent the measurement. This results in
introduction of noise into the time derivative, an effect that is quite similar to experimental
results. It is also noticeable that the late time parameters: 07t  and maxt  provide better lateral
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Figure 4. Characteristic time profiles (a) and depth profiles (b) obtained from a simulated
data set.

separation of the defects. This can be explained by their better in-depth penetration.

To characterize the defect depth a simple data inversion procedure is applied using a
polynomial of kind

ctbtad charchar +⋅+= , (2)

where chart  is one of the temporal informative parameters used. The constants a, b, and c

have been determined for each informative parameter separately. The estimated depth
profiles and the actual geometry of the voids are shown in Fig. 4b. The obtained bottom
profiles accurately depict the defect top, but overestimate the lateral size of the voids.

Variations of the defect depth in a wide range have highlighted some expected
limitations of the techniques. For example, it is difficult to obtain a depth profile based on

divt  parameter for shallow (depth is less than 2 mm) defects. The depth estimations based on

maxt  parameter have a noticeable crater-like surface for shallow defects (effect of the defect

size variation is shown in Fig. 3b). The deep (depth is greater than 6 mm) defects cause noisy
profiles estimated from pst , while for other parameters, deep defects result in more rounded

estimated profiles for the defect.

COMPARISON OF THE ALGORITHMS (EXPERIMENTAL APPROACH)

Experimental validation of results obtained with numerical simulations is very
important. Composite specimens and measurement systems hardware add undesired artifacts
to a thermal signal. Therefore, they can be considered as factors that reduce a technique’s
capability for accurate characterization of a structure. Since these distortions are complicated
in nature, it is more suitable to assess the data processing techniques with experimentally
obtained data rather than to attempting to simulate the distortions. Measurements have been
performed on a piece of an aircraft wing box structure composed of thick stitched graphite-
epoxy composite polymer. The panel has a nominal thickness of 8 mm with 5 flat bottom
20x20 mm2 holes machined into the backside. A thermal flux pulse lasting 8.5 seconds is
applied to the front by two quartz lamps with a total power of 1.5 kW. A series of 150
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thermal images of 256x256 elements each with a sampling rate of 2.5 Hz is acquired for post
processing.

As was mentioned earlier, the thermal contrast is often computed before extracting
quantitative information from experimental data. It is notable that there are several equations
for calculating the thermal contrast. Three commonly used functions for calculation of the
thermal contrast for a single pixel in the image were considered[4, 5]:
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where ht  is the time of the heating pulse (the moment of time when thermal response has the

highest magnitude). Although it was possible to identify the defects in all distributions
),( jitchar , the eq. 3 provides the poorest result while the thermal contrast normalized by the

signal peak value (computed by eq. (5)) provides the clearest defect images in the
timegrams. They are presented in Fig. 5. It worth noting that a time evolution function can
be constructed for a segment of several (for instance 3x3) pixels. This furnishes a lower
noise level and offers more possibilities for the contrast computation (see [6] for example) .
However, this increase in the number of possible permutations makes it difficult to compare
the contrast extraction techniques.

To compute the depth of the defects, eq. (2) is applied to the obtained characteristic
time distributions. The estimated depth profile obtained from divt  yields an inaccurate
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Figure 5. Timegrams ),( jitchar  of the 8 mm composite panel with flat bottom holes of

various depths obtained by using different informative parameters. a) divt ; b) pst ; c) 07t ; d)

maxt .
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representation of the shallowest defect (Fig. 5a) which indicates the difficulties of applying
this technique to shallow defects. A gray scale depth image obtained by averaging the depth
profiles estimated from the three other timegrams is shown in Fig. 6a. Fig. 6b demonstrates a
comparison between the estimated and actual (dotted line) bottom profiles for the centerline
of the defects. The reconstructed profiles for the defects have rounded edges. Also the noise
in the area with no defects is noticeable in Fig. 6a. To correct the results shown in Fig. 6a, an
initial defect map is constructed from the thermal response of the specimen using a procedure
that has been explained in detail elsewhere [7]. It uses the pulse phase technique followed by
the Laplacian defect shape extraction routine. The defect planar geometry in the resulting
defect map has been shown to give a much more accurate representation of the real defect
geometry. A masking of the depth profile with this binary defect map yields an accurate
representation of the internal structure. The 3D representation of this result is shown in Fig.
7. This figure demonstrates the significant potential of the thermal pulse technique for defect
visualization and quantification in composites.

CONCLUSION

For large defects (lateral sizes greater than double the thickness of the panel) located
at the middle of a composite panel, all considered informative parameters have been found
suitable for defect depth estimation. The best results were obtained by averaging the depth
profiles obtained based on several characteristic points on the thermal contrast curves.
Clearly, some care must be taken when using the earliest time parameters ( divt , pst ) for

shallow defect depth estimation. Accurate characterization of these parameters requires a
sampling rate which is high enough to accurately capture the initial time period when the
thermal response approximates the response of a semi-infinite half plane. If there is not
sufficient sampling in this early time, this technique yields inaccurate defect depth
estimations. Since determining pst  requires calculating the time derivative of the thermal

contrast, estimations of depth from pst  tend to be noisier than estimations based on other

timegrams for deep defects.

Future efforts will focus on a curve fitting routine for estimating the thickness from
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Figure 6. Average depth. a) 2D image; b) depth profile.
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Figure 7. 3D image of the flat bottom holes in the 8-mm composite panel obtained with the
thermal technique. Vertical scale is given in mm, horizontal scales are in pixels
(approximately 0.86 pixel/mm).

the thermal response in the time interval between divt  and maxt . Concentrating the analysis on

this region may lead to the most robust method for defect depth estimation. This work
demonstrates that information on the depth of the defect is present during this entire time
interval.
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